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Abstract. Different approaches for measuring nuclear temperatures are described. The quantitative results
of different thermometer approaches are often not consistent. These differences are traced back to the dif-
ferent basic assumptions of the applied methods. Moreover, an overview of recent theoretical investigations
is given, which study the quantitative influence of dynamical aspects of the nuclear-reaction process on
the extracted apparent temperatures. The status of the present experimental and theoretical knowledge is
reviewed. Guidelines for future investigations, especially concerning the properties of asymmetric nuclear
matter, are given.

PACS. 24.60.-k Nuclear reaction: general: Statistical theory and fluctuations – 05.70.Fh Phase transitions:
general studies – 25.70.-z Low and intermediate energy heavy-ion reactions – 21.10.Ma Level density

1 Introduction

The concept of a nuclear temperature was introduced
some seventy years ago in pioneering works performed by
Bethe [1] and Weisskopf [2]. The goal was to describe the
formation and the decay of a compound nucleus formed
in reactions induced by light projectiles, mostly neutrons.
Later on, the concept of a nuclear temperature was ex-
tended to reactions involving high-energy projectiles and
heavy ions [3]. These new studies were triggered by the
quest for nuclear instabilities and a possible liquid-gas
phase transition in nuclear matter [4,5]. To this goal, dif-
ferent experimental methods were developed and applied
in order to extract information on thermal characteristics
of highly excited nuclear systems (see, e.g., [6] and refer-
ences therein). Most of these “nuclear thermometers” rely
on the application of thermodynamic relations to charac-
terize the conditions at freeze-out. In general, the temper-
ature of a system with fixed number of particles Npart at
an energy E is defined according to statistical mechanics
as

1

T
=

∂S(E,Npart)

∂E
=

∂ ln ρ(E,Npart)

∂E
, (1)

where S is the entropy of the system, and ρ the density of
states at energy E. In order to apply this formula to obtain
a temperature, two conditions have to be fulfilled: Firstly,
the system has to be in full statistical equilibrium, i.e. each
of the states included in ρ(E,Npart) has to be populated
with equal probability, and secondly the density of states
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has to be known. For nuclear systems these two conditions
can be critical. The degree to which the equilibrium is
reached in high-energy heavy-ion collisions is not a priori
known as the dynamical evolution of a nuclear system is
still not fully understood. What concerns the nuclear state
density, it is well known only at low energies. At high
excitation energies, on the contrary, the knowledge of the
nuclear state density is much poorer.

Apart from this, there are several other problems,
which make the extraction of nuclear temperatures even
more difficult:

– The nucleus is a microscopic system. External probes
are not applicable. Consequently, information on temper-
ature is obtained from the emission of (small) parts of the
system itself assuming that the emitted clusters made part
of the equilibrium and the density of states of the whole
system before emission, and are, therefore, representative
for the whole system.

– The nucleus is an isolated system. Due to the short
range of the nuclear force, the nucleus cannot exchange
its excitation energy with its external environment. Con-
sequently, the nuclear system is defined by the conditions:
E = const, Npart = const, and, therefore, the only ap-
propriate statistical ensemble in case of the nucleus is the
microcanonical ensemble used for isolated systems [6,7].
On the other hand, from the experiment it is not that
easy to fix the value of energy, as the amount of deposited
energy can vary strongly between different nuclear colli-
sions, especially in cases where several different reaction
mechanisms result in the emission of the same product.
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– The nucleus is a quantum fermionic system. Nucle-
ons inside the nucleus occupy different energy levels, and,
moreover, due to the Pauli principle not all nucleons can
participate in sharing the available energy. Consequently,
the effective number of degrees of freedom depends on ex-
citation energy, what is accounted for by the Fermi statis-
tics. Moreover, the global properties of a nucleus change
dynamically with energy (e.g., the density of the nucleus
reduces due to thermal expansion).

– The nucleus is an electrically charged system. The
long-range Coulomb force between protons introduces in-
stabilities [8] that could lead to a lowering of the critical
temperature.

– The nucleus heats up and cools down in a dynamical
process. Different signatures may correspond to different
freeze-out conditions, or represent different stages in the
dynamical evolution. Moreover, production during evapo-
ration can contribute to the yields of light fragments, while
expansion influences the kinetic energy of the fragments.

– The thermodynamical parameters (e.g., pressure, vol-
ume, chemical potential) are not under control. In the ex-
periment one does not have direct access to thermodynam-
ical parameters and is obliged to use model calculation in
order to extract them.

– Experimental signatures are modified by secondary
decay. Consequently, in most cases one needs robust sig-
natures, which are least affected by secondary decay (e.g.,
light IMFs).

2 Thermometer methods

In the literature, different thermometer methods have
been applied. According to their approach they can be
grouped as:

– Population approaches. Based on the grand-canonical
concept. The value of the nuclear temperature is extracted
from the yields of the produced clusters assuming a Boltz-
mann distribution: Yi ∼ exp(−Ei/T ). The most often
used methods are: Double ratios of isotopic yields [9,10],
also called isotopic thermometer; Population of excited
states (bound or unbound) [6,11–16]; Isobaric yields from
a given source [17,18].

– Kinetic approaches. Based on the concept of a canon-
ical ensemble. The value of the temperature is extracted
from the slope of the measured particle kinetic-energy
spectra; due to this, the method is named slope thermome-
ter. Two processes are studied within this approach: Ther-
mal evaporation from the compound nucleus [2] and sud-
den disintegration of an equilibrated source into observed
nucleons and light nuclei [19–23] or gamma rays [24,25].

– Thermal-energy approaches. The excitation energy at
the freeze-out is extracted by measuring the evaporation
cascade from a thermalised source by variation of neutron-
to-proton ratio N/Z. The temperature at freeze-out is then
obtained from the deduced excitation energy. An example
is the isospin thermometer [26,27].

2.1 Population approaches

2.1.1 Double ratios of isotopic yields

This method evaluates the temperature of equilibrated nu-
clear regions from which light fragments are emitted using
the yields of different light nuclides [9]. The basic assump-
tions of the method are those of the grand-canonical ap-
proach.

During the cooling and expansion stage of a hot nu-
clear system, the interactions between the constituent par-
ticles take place until density and temperature become
small enough so that the constituents do not longer inter-
act. From this time on the particle composition remains
unchanged (chemical freeze-out). As the system expands
beyond this point the frozen particles escape. By detecting
them one can obtain information on the freeze-out stage.
The starting assumption of the method is that thermal
equilibrium is established between free nucleons and com-
posite fragments contained within a certain interaction
volume V at a temperature T . In this case, the density of
a particle (A,Z) is [9]

ρ(A,Z) =
Npart

V
=

A3/2 · ω(A,Z)

λ3
· exp

(

µ(A,Z)

T

)

, (2)

where ω is the internal partition function of the particle
(A,Z): ω(A,Z) =

∑

[2 · sj(A,Z) + 1] · exp[−Ej(A,Z)/T ],
λ is the thermal nucleon wavelength λ = h/

√
2 · πmN · T ,

and µ is the chemical potential of the particle (A,Z).
In the next step, one imposes to the system also the

condition of chemical equilibrium: µ(A,Z) = Z · µpF +
(A−Z) ·µnF +B(A,Z), B being the binding energy of the
cluster (A,Z), and µpF and µnF the chemical potentials
of free protons and neutrons, respectively.

Then for the ratio Y (A,Z)/Y (A′, Z ′) between the
measured yields of two different emitted fragments one
gets [9]:

Y (A,Z)

Y (A′, Z ′)
=

ρ(A,Z)

ρ(A′, Z ′)
=

(

A

A′

)3/2

·
(

λ3

2

)A−A′

·
ω(A,Z)

ω(A′, Z ′)
· ρZ−Z′

pF ρ
(A−Z)−(A′

−Z′)
nF

· exp
(

B(A,Z)−B(A′, Z ′)

T

)

(3)

with ρpF and ρnF being, respectively, the densities of free
protons and neutrons contained in the same interaction
volume V at the temperature T as the cluster (A,Z). Us-
ing eq. (3) and two sets of the yields of two fragments
differing only by one proton, one obtains the temperature
of the emitting source at the moment of freeze-out [9]:

T = (∆B1 −∆B2)/ ln

[(

Y (A1, Z1)/Y (A1 + 1, Z1 + 1)

Y (A2, Z2)/Y (A2 + 1, Z2 + 1)

)

·
(

(A1 + 1) ·A2

A1 · (A2 + 1)

)3/2

·
(

ω(A1 + 1, Z1 + 1) · ω(A2, Z2)

ω(A1, Z1) · ω(A2 + 1, Z2 + 1)

)]

, (4)
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where ∆Bi = B(Ai, Zi) − B(Ai + 1, Zi + 1), i = 1, 2. An
analogous relation is obtained if one takes pairs of nuclei
differing only by one neutron.

When applying this method to extract the value of
the nuclear temperature, several precautions have to be
taken. Firstly, as this method assumes that both thermal
and chemical equilibrium at the freeze-out are reached, it
is important to consider only those yields which can be
attributed to the equilibrium component of the whole re-
action mechanism. Secondly, one has to be sure that the
studied light particles are emitted during the freeze-out
and not as the product of secondary decay [28–30]. The
side-feeding to the considered nuclides from secondary de-
cay can result in a large spread of extracted temperature
values. Finally, in order to obtain the value of nuclear
temperature one needs to calculate the binding energies
of observed fragments, see eq. (4). Although eq. (4) de-
scribes the situation at the freeze-out very often in its
application the experimental binding energies have been
used. One should not forget that a binding energy depends
on the symmetry-energy coefficient used in the mass for-
mula, which might depend on density and temperature,
and, therefore, the use of experimental binding energies
in order to describe the situation at the freeze-out could
be questionable.

2.1.2 Population of excited states

This method has the same basic assumptions as the
double-isotopic-ratio method. The departure point is that
the population distribution of the excited states in a sta-
tistically equilibrated system should be given by the tem-
perature of the system and by the spacing between the
considered energy levels. The advantage of this method as
compared to the double-isotopic-ratio method is that one
can assume that isospin and dynamical aspects influencing
the population of the two considered states are the same.

Following this picture, the ratio R of the populations
of two states (if no feeding by particle decay takes place)
is given, similarly to eq. (3), as

R =
2 · ju + 1

2 · jl + 1
· exp

(

−
∆E

T

)

, (5)

where ju and jl are the spins of the upper and lower state,
respectively, and ∆E the energy difference between these
two states. This energy difference limits the temperature
that can be inferred by this method, as for temperatures
higher than ∆E one reaches saturation, i.e. the ratio R
approaches its asymptotic high-temperature value. The
considered excited states can be either particle-bound or
particle-unbound states. The advantage of taking particle-
unbound states lies in the fact that for the unbound states
∆E has, generally, higher values than for the bound states,
thus allowing for the measurement of higher temperatures.
Moreover, the relative population between ground state
and particle-bound state can be changed by the sequen-
tial decay of primary fragments produced in a particle-
unbound state [11] or by the hadronic final-state inter-
actions that occurs after emission from the equilibrated

system [31]. This is important, as in cases where the pri-
mary population ratio is strongly influenced by secondary
decays the uncertainties in the extracted temperature can
be large [11].

2.1.3 Isobaric yields from a given source

This thermometer is mostly applied in studies of the ther-
mal properties of excited quasiprojectiles formed in heavy-
ion reactions in the Fermi energy regime. It uses the
model assumptions of the statistical multifragmentation
model [5], according to which, in the grand-canonical pic-
ture, the ratio between yields of two observed fragments
having the same ground-state spins and coming from the
same source is given as [17]

Y (A1, Z1)

Y (A2, Z2)
= exp

[

−
1

T
· (FA1,Z1(T, V )− FA2,Z2(T, V )

−µn · (N1 −N2)− µp · (Z1 − Z2))

]

(6)

with F (T, V ) the internal free energy of the fragment,
Ni = Ai − Zi, T and V freeze-out temperature and vol-
ume, respectively. The internal free energy is calculated
as given in [5]. The results of this thermometer using the
Y (3H)/Y (3He) ratio compares very well with results of
double-isotopic-ratio methods using 2H, 3H/3He, 4He ra-
tios [17]. The problems inherent to the previous two meth-
ods are also present in the isobaric-yields method.

2.2 Kinetic approaches

The method of the slope thermometer is based on fit-
ting the exponential slope of measured particle spec-
tra. The spectral distributions of particles emitted by
an excited nucleus were firstly described by Weisskopf
in case of neutron-induced reactions using the standard
thermodynamic procedure [2]. The predicted spectra fol-
lowed a Maxwell-Boltzmann distribution proportional to
an energy-dependent pre-exponential factor and the Boltz-
mann function: dY/dEkin = f(Ekin) exp(−Ekin/T ). The
shape of the particle spectra was later discussed by Gold-
haber who mostly concentrated on the form of the pre-
exponential factor [32].

This method is applied to two processes:
– Thermal evaporation from the compound nucleus.

Except at very low excitation energies, the decay of an ex-
cited nucleus proceeds through several de-excitation steps.
Consequently, the mass and the temperature of the emit-
ting source vary in time, and the observed spectra rep-
resent the convolution of all these different contributions.
Therefore, for fitting the measured spectra dedicated mod-
els that properly describe the time evolution of the cooling
process have to be applied (e.g. [33–38]).

– Sudden disintegration. One assumes a single freeze-
out configuration from which nucleons and light particles
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are emitted. In this case, dynamical effects to be men-
tioned below if not properly described can lead to mis-
leading results concerning the magnitude of the extracted
nuclear temperature. Additional difficulties arise from the
fact that the observed fragment can emerge from any lo-
cation in the source, and that its Coulomb energy depends
on the number and position of all the other created frag-
ments [39]. Moreover, the Fermi motion of nucleons inside
the projectile/target as well as inside the source has to be
considered. The nucleonic Fermi motion within the collid-
ing nuclei has been discussed by Goldhaber as the origin of
the momenta of the produced fragments in fragmentation
reactions [40]. He has also pointed out that the resulting
behavior, i.e. the form of the fragment kinetic energies, is
indistinguishable from that of a thermalised system with
rather high temperature. Its relevance for the interpreta-
tion of the kinetic properties of nuclear decay products has
been underlined by Westfall et al. [21]. In ref. [22], it was
discussed that the slope temperature does not correspond
to the thermal temperature at the freeze-out but rather
reflects the intrinsic Fermi motion and, thus, the bulk den-
sity of the spectator system at the moment of break-up.
This would suggest that it may be difficult to attribute the
slope parameter of the energy spectra of the observed light
fragments directly to the thermal characteristics of the de-
caying system. As in the case of surface emission, the tem-
poral evolution of the emitting source [33,41,42] as well as
the sequential decay of excited primary fragments [33,43]
can complicate the interpretation of the measured kinetic-
energy spectra. Recently, it was proposed to use the energy
spectra of thermal Bremsstrahlung photons in order to
extract the nuclear temperature at the freeze-out [24,25].
The advantage of using gamma rays instead of nucleons
and light particles should lay in the following facts: mini-
mal contribution from pre-equilibrium processes, absence
of the reacceleration by the Coulomb field, sensitivity on
the temperature of the system right after equilibration,
and absence of final-state distortions [24].

The shape of the measured particle spectra can be in-
fluenced by collective dynamical effects —collective rota-
tion [44,45], translatory motion [20,41] and collective ex-
pansion of the source [46,47]. Each of these effects can
influence the spectra in a similar way as the changes in
the temperature; for more details see ref. [6].

2.3 Thermal approaches

Thermal approaches are based on the assumption that
the thermal energy after the freeze-out feeds an evapora-
tion cascade. The excitation energy at the freeze-out is
extracted by measuring the evaporation cascade from a
thermalised source by detecting either final residues [26,
27] or light charged particles [48,49]. While for the other
methods, the secondary decay is a disturbing effect, in
thermal approaches the evaporation cascade is used to de-
duce the temperature at the freeze-out, and it is, therefore,
also applicable to heavy reaction residues.

In the first approach —isospin thermometer— one
gains information on the excitation energy and, conse-

quently, on the temperature at the freeze-out configura-
tion by back-tracing the evaporation cascade [27]. This
idea is the base of the “thermometer for peripheral nu-
clear collisions” [26], a method to deduce the tempera-
ture of nuclear systems from the isotopic distributions of
the residues at the end of the evaporation cascade. The
method consists of applying an evaporation code with the
quite well-known ingredients of the statistical model in
order to deduce the temperature at the beginning of the
evaporation cascade. In this approach, the mean neutron-
to-proton ratio of the final residues is calculated for differ-
ent freeze-out temperatures, assuming that the N/Z ratio
of fragments at the freeze-out is the same as that of the
projectile. By obtaining agreement between measured and
calculated N/Z ratios one deduces the value of nuclear
temperature at the freeze-out. The assumption that the
fragments enter the evaporation stage with the same N/Z
as the projectile or, respectively, target nucleus is rather
simplifying, since according to some descriptions of the
nuclear break-up (e.g. [50,51]), the process of isospin frac-
tionation should result in different isotopic compositions
in case of heavy and light fragments (i.e. liquid and gas
phase), leading to a more neutron-rich gas phase and a less
neutron-rich liquid phase. While neglecting the isospin-
fractionation process will likely introduce only a small un-
certainty, details of the evaporation model especially at
high excitation energy are important for the qualitative
application of the isospin thermometer [52]. The isospin
thermometer is mostly applied at relativistic energies as
at Fermi energies the effect of isospin diffusion [53] can
complicate the interpretation of this method.

In the second case [48,49], a correlation technique for
the relative velocity between light charged particles and
IMF is applied in order to extract multiplicities and ve-
locity spectra of secondary evaporated particles. From this
information the average size and average excitation energy
of the primary hot fragments is reconstructed.

3 Corrections

One should not forget that one of the reasons for mea-
suring the nuclear temperature is the possibility to recon-
struct the nuclear caloric curve and to search for possible
evidence of a liquid-gas phase transition. Very often, the
predictions of different thermometers differ dramatically
(see e.g. [54]), and it is, therefore, of prime interest to
understand and apply all possible corrections that can in-
fluence the value of the obtained nuclear temperature.

Before we start a more detailed discussion on different
corrections to be applied, we would like to express a word
of caution —most methods mentioned above cannot re-
sult in the “correct” thermodynamical temperature of the
nucleus, as they are all based either on the canonical or
grand-canonical ensemble, but not on the microcanonical
ensemble. Moreover, due to the basic difference between
different methods (e.g. canonical vs. grand-canonical ap-
proach) one should not expect that the obtained, appar-
ent, temperatures have the same values. One should also
not forget that the measured quantity might reflect the
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temperatures on different stages (times) or different re-
gions (positions) of the system, and this is also one of
the reasons for different values of the apparent tempera-
ture. In connection with this, one can also pose the ques-
tion if some of the basic assumptions of different methods,
i.e. establishment of thermal and/or chemical equilibrium,
are fulfilled in nuclear reactions. And if so, are the mea-
sured observables characteristic of the established equilib-
rium? An optimistic answer was given in ref. [55], where it
was shown that caloric curves obtained using the above-
mentioned thermometer methods can still carry the signal
of the phase transition in a system with conserved energy.

If one assumes the validity of different thermometer
methods, in order that they are applicable one has first
to consider several corrections, and here we will discuss
some of them: finite-size effects [39,56], emission time dif-
ferences [57], multi-source emission [58], secondary de-
cay [28–30,59] and recombination [60].

3.1 Finite-size effects

One of the consequences of applying the canonical or
grand-canonical ensemble is that effects due to the fi-
nite size of the nucleus are neglected. In ref. [56] caloric
curves obtained using different double-isotopic-ratio ther-
mometers were compared with the results of microcanon-
ical calculations [4,61]. Results of this comparison have
shown that there are important differences between dif-
ferent double-isotopic-ratio temperatures themselves, as
well as between double-isotopic-ratio temperatures and
microcanonical temperatures. These deviations are es-
pecially important at higher excitation energies above
∼ 8MeV/nucleon.

The authors of ref. [56] proposed a method, indepen-
dent of the size of the source, to “calibrate” the differ-
ent thermometers using the microcanonical temperature.
They applied this procedure to re-evaluate different ex-
perimental caloric curves (ALADIN [10], EOS [62], IN-
DRA [63]). The re-evaluated caloric curves show the fea-
tures of a liquid-gas phase transition, which were missing
in the original experimental data.

3.2 Emission time differences

During a nuclear reaction, processes occurring on different
time scales (e.g. fast break-up, pre-equilibrium emission,
evaporation from the compound system) contribute to the
production of the observed fragments and light particles.
Fragments produced by these different mechanisms can
have quite different characteristics (e.g. N/Z ratio, veloc-
ity, angular distribution), and already Albergo et al. have
discussed the importance of selecting a proper subset of
observed events [9]. The influence of the reaction dynam-
ics on the observed yields of different isotopic thermome-
ters was studied in ref. [57] in more detail. It was shown
that the single ratios Y (A,Z)/A(A + 1, Z) involving one
nuclide with N < Z have several times higher values at
forward angles as compared to the backward angles, while

the single ratios including only N ≥ Z nuclides are ap-
proximately independent of the emission angle, the bom-
barding energy or the target-projectile system [57]. Based
on the expanding-evaporating source model EES [47] these
observations were interpreted as a consequence of differ-
ences in relative emission times of processes leading to
the final fragments [57]. Similarly, Hudan et al. have found
that in mid-peripheral and central collisions, isotopes with
N < Z have larger kinetic energies than heavier isotopes
of the same element [58]. The same was observed by Liu et
al. [64] for central collisions, and was explained by shorter
emission times for neutron-deficient isotopes.

3.3 Multi-source emission

Production of light charged particles and intermediate-
mass fragments is not only connected with different emis-
sion times, but also with different emitting sources. The
composition and excitation energy of the emitting source
can influence the size, composition and kinetic energy
of the observed fragments [65,66], and, consequently, the
value of the temperature extracted from yields or kinetic-
energy spectra of fragments.

For example, it was shown in ref. [58] that fragments
emitted from the mid-velocity source have broader peaks
and higher tails in transverse-velocity distributions and
are more neutron-rich as compared to fragments emitted
from the projectile-like source. In ref. [67] a detailed study
on the validity, accuracy and experimental limits of the ex-
citation energy measurements in the Fermi-energy regime
has been performed. There, it was shown that difficulties
in separating particles coming from different sources, es-
pecially for mid-peripheral and central collisions, as well
as different experimental thresholds and cuts can lead to
uncertainties in the source reconstruction.

Therefore, it is very important to identify in an exper-
iment all different sources that contribute to the produc-
tion of the observed fragments and their characteristics.
Otherwise, the extracted value of the nuclear temperature
will represent an average over different processes and con-
ditions.

3.4 Recombination

In statistical models based on the canonical or grand-
canonical ensemble, the momentum distribution of frag-
ments is Maxwellian at the corresponding temperature,
and, consequently, there is a probability that some pairs
of primary fragments come close enough to feel the nu-
clear force and may recombine to form an excited heavier
fragment, which may also decay later. This question on
the evolution of the primary fragments under the com-
bined influence of Coulomb and nuclear fields was studied
in refs. [60,68]. Samaddar et al. have shown that, while
the calculations without recombination predict an increase
in the temperature with excitation energy similar to the
Fermi-gas model predictions, inclusion of the recombina-
tion effect resulted in a decrease of the nuclear tempera-
ture and a plateau in the caloric curve [60].
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On the other hand, in models based on the micro-
canonical ensemble [4,61], the momenta and positions of
the fragments are coupled, and the probability of having
two fragments close in the freeze-out volume is strongly
reduced by the Coulomb repulsion. Consequently, the ef-
fects of recombination may be reduced as compared to
the above-mentioned results. Therefore, it would be very
interesting to perform more detailed and dedicated calcu-
lations based on the microcanonical ensemble in order to
quantitatively understand the recombination effect.

3.5 Secondary decay

The primary fragments produced at the freeze-out stage
are usually highly excited and they can undergo secondary
decays. Such decay is evidenced, for example, in refs. [48,
49] in which a method based on correlations between light
charged particles and IMF was applied in order to extract
multiplicities and velocity spectra of particles emitted
during the evaporation from the primary hot fragments.
Therefore, the measured yields used to extract the nuclear
temperature are different from the primary distributions
at the freeze-out stage. This question was studied on a
theoretical basis by several authors, see e.g. [28–30,69].

Tsang et al. argued that the fluctuations observed
in the value of the nuclear temperature applying differ-
ent double-isotopic-ratio thermometers appear to origi-
nate from structure effects in the secondary-decay process
and that each isotope ratio shows a characteristic behavior
independently of the reaction [30]. Calculations performed
by Xi et al. [69] indicated that due to strong feeding ef-
fects, the double-isotopic-ratio method is strongly influ-
enced by secondary decays at temperatures above 6MeV.
Raduta and Raduta [29] have applied the sharp micro-
canonical multifragmentation model [56] with inclusion
of secondary decay in order to evaluate the caloric curve
from different isotopic thermometers for primary decay
and asymptotic stages. In both stages, a dispersive char-
acter of the isotopic caloric curve increasing with the in-
crease of the excitation energy was evidenced. The authors
proposed a procedure to calibrate the isotopic thermome-
ters on the microcanonical predictions independently of
the source size and excitation energy [29].

A complex structure in the residue yields was re-
cently evidenced in the fragmentation reaction 238U+Ti
at 1 AGeV [59]. From the light fragmentation residues,
fully resolved in A and Z, an important even-odd stagger-
ing in the yields was observed. Using the statistical model
of nuclear reactions, it was shown in ref. [59] that for all
classes of nuclei except for N = Z nuclei structural effects
in nuclear binding and in the level density are responsible
for the observed staggering. The chain of N = Z nuclei
appears as a special class of nuclei with increased enhance-
ment in the production of even-even nuclei compared to
other chains with N −Z = even, and possible origins like
the Wigner energy, alpha clustering, and neutron-proton
pairing were discussed [59]. Therefore, when correcting for
secondary decay, complex structure, as extremely strong
even-odd staggering in N = Z nuclei, must be considered.

4 Thermometer results

4.1 Nuclear caloric curves

As indicated in a number of previous reviews, measure-
ments of nuclear temperatures, which have long been em-
ployed to explore excited nuclei, can also provide impor-
tant information on the van der Waals-like nuclear equa-
tion of state and the postulated liquid-gas phase tran-
sition [3,28,70–73]. A large number of theoretical cal-
culations have explored the nuclear equation of state
and reported values for the critical temperature, TC , of
semi-infinite nuclear matter (nuclear matter with a sur-
face). References [74–84] constitute a representative sam-
pling of these calculations. The different nuclear inter-
actions employed in the calculations lead to large differ-
ences in the critical temperatures derived from these in-
teractions. Values from 13 to 24MeV are reported in the
cited references. For finite nuclei, early theoretical work
by Bonche and collaborators explored the thermal prop-
erties and stability of highly excited nuclei by employing a
temperature-dependent Hartree-Fock model with Skyrme
interactions [8,85,86]. This work and later work with other
models [87–92] predict the existence of “limiting tempera-
tures”. The temperatures at which the expanded nucleus
reaches the limit of equilibrium phase coexistence between
liquid and vapor were designated “Coulomb instability”
temperatures [8,85].

In extensions of the work of refs. [85] and [8], Bespros-
vany and Levit mapped the limiting temperature surface
as a function of N and Z [86]. The limiting temperatures
that they calculated are shown in fig. 1. They are well
below the critical temperature of nuclear matter. This re-
flects size effects, Coulomb effects and isospin asymme-
try effects for the finite nuclei studied. It is important to
note that such predictions are sensitive to both the cho-
sen nuclear interaction and to the assumed temperature
dependence of the surface energy [93]. One important goal
of experimental measurements of temperatures of excited
nuclei has been to derive information on TC .

Fig. 1. Limiting temperatures predicted by Besprosvany and
Levit [86].
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Fig. 2. Mass dependence of limiting temperatures for various
Skyrme interactions [87].

Fig. 3. Correlation between limiting temperature and TC for
nuclear matter [87].

Employing a variety of Skyrme interactions, Song and
Su derived a mass-dependent scaling of the correlation
of limiting temperatures with the critical temperature of
nuclear matter [87]. Their results are shown in figs. 2
and 3. A similar scaling exists when other model inter-
actions are employed [87–90]. The limiting temperatures
are found to be quite sensitive to TC and rather insensi-
tive to the nuclear incompressibility, Kinc. These results,
together with gathering experimental evidence of multi
fragment disassembly modes at higher excitation ener-
gies, spurred the development of both statistical [4,5,94–
96] and dynamic [97–104] models capable of exploring the
multifragmentation process in much greater detail. Such
models have made much more detailed predictions on the
nature of multifragmentation processes and the excitation
energy dependence of the temperature, i.e., the nuclear
caloric curve.

In statistical models of multifragmentation, increas-
ing excitation energies lead to the onset of a plateau in

the temperature. This plateau occurs at a “cracking en-
ergy” which may be associated with the Coulomb instabil-
ity and leads to multiple fragment production [5,94,95].
Such plateaus are also observed within the framework of
classical molecular dynamics calculations [104–106] and
quantum molecular dynamics calculations [107,108].

Concurrently with these theoretical studies, many ex-
perimental investigations have resulted in the construction
of caloric curves [14,109–120]. In ref. [121], a number of ex-
perimental caloric curves derived from charged particle ob-
servables were compared. The nature of the experimental
collision dynamics encountered in the caloric-curve mea-
surements is generally such that the masses of the excited
nuclei that are produced in these experiments vary as the
excitation energy varies. Although data from different ex-
periments exhibit significant fluctuations, caloric curves
may be constructed for different mass regions selected
from the available data. Such curves, presented in fig. 4,
are qualitatively similar and flatten into broad plateaus
at higher excitation energies. Similar behavior is seen in a
caloric curve derived using a very different technique, ob-
servation of “second chance” Bremsstrahlung gamma-ray
emission for a series of reactions which span a wide range
of mass [24,25,122].

Parameterized in terms of an inverse Fermi gas level
density parameter, k = T 2/(Ex/A), the data indicate that
k initially increases from k ∼ 8 to k ∼ 13 as the excita-
tion increases. Such behavior has been explained in mod-
els which take into account the change in effective nucleon
mass with excitation energy [123–127]. Beyond excitation
energies corresponding to the onset of the plateau, the de-
rived values of k become progressively smaller reflecting
the limiting temperature behavior seen in fig. 4. An anal-
ysis of this trend, carried out assuming a nondissipative
uniform Fermi gas model, indicates a rapidly increasing
expansion of the nuclei with increasing excitation energy
above the excitation energy where the limiting tempera-
tures are first reached [128]. Further evidence for this ex-
pansion is found in significant barrier lowering for ejected
clusters [21,129,130] as well as in coalescence radius deter-
minations [131]. Recent papers modeling the caloric curves
assuming an expanding mononucleus are in generally good
agreement with the experimental data [126,127]. Never-
theless, the effect of clustering on the level density of the
system needs to be better understood. In models that in-
clude clusterization, the possible existence of negative heat
capacities near the onset of the plateau has been exten-
sively discussed [5,94,132–134] and some experimental ev-
idences for observations of such negative heat capacities
have been presented [135–137]. However, these interpre-
tations have been subjected to some criticism [138,139].
It appears that, at present, the evidence for negative heat
capacities is much more secure in analogous measurements
of caloric curves for atomic clusters [140,141].

Although fig. 4 shows that there is a considerable
spread in limiting temperature data from different mea-
surements, the average temperatures in the plateau re-
gions for each mass window have been employed to study
the mass dependence of limiting temperatures. The lim-
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Fig. 4. Caloric curves for five selected regions of mass. See
ref. [121].

iting temperatures characterizing these plateaus decrease
with increasing nuclear mass (see fig. 5).

Both, the flattening of the caloric curve and the de-
crease of limiting temperature with increasing mass, are
in agreement with a large number of theoretical calcula-
tions. Employing Fisher scaling analysis, Elliott et al. [142]
concluded that the critical temperature for a nucleus with
A ∼ 168 at Ex/A = 3.8MeV is 6.7MeV. This tempera-

Fig. 5. Limiting values of temperature vs. mass. Tempera-
tures derived from double isotope ratio measurements are in-
dicated by solid diamonds. Temperatures derived from thermal
Bremsstrahlung measurements are indicated by open squares.
The lines represent the calculated limiting temperatures from
references [90] (dashed line) and [82] (solid line).

ture is in good agreement with the limiting temperature
deduced from the caloric curve. It appears that the point
identified as the critical point by the droplet analysis is
the point of initial flattening of the caloric curve.

4.2 Caloric curves and the nuclear equation of state

In ref. [143], the mean variation of Tlim/TC with A deter-
mined from commonly used microscopic theoretical calcu-
lations has been used, together with the five experimental
limiting temperatures reported in ref. [121], to extract a
critical temperature of nuclear matter of 16.6±0.86MeV.
Using a relationship between parameters used to describe
nuclear matter suggested by Kapusta [144] and Lattimer
and Swesty [145], both the incompressibility and the ef-
fective mass can be derived. The compressibility modulus
for moderately excited nuclei, determined from the critical
temperature in this manner is consistent with that deter-
mined from measurements of the nuclear Giant Monopole
Resonance [146]. In attempts to derive the nuclear mat-
ter coexistence curve from Fisher scaling analysis nuclear
matter critical temperatures of 10 to 14MeV have been
obtained [147]. These values are surprisingly close to the
values derived for the finite systems studied [148]. Here,
again, the temperature dependence of the surface energy
plays an important role in the extrapolation to nuclear
matter.

4.3 Temperature evolution

Both dynamic and thermodynamic considerations lead us
to expect significant temperature changes as the reactions
progress. Thus, probing the thermal evolution of the sys-
tem can provide considerably more information on the his-
tory and degree of equilibration of the collisionally heated
systems. In some recent measurements, the kinetic energy
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Fig. 6. THHe vs. surface velocity. See text. Horizontal bars are at 3–3.5 cm/ns corresponding to entry into the evaporation
phase of the reaction. Solid lines indicate fits to data.

variation of emitted light clusters has been employed as a
clock to explore the time evolution of the temperature for
thermalizing composite systems in the reactions of 26A,
35A and 47AMeV 64Zn with 58Ni, 92Mo and 197Au [149].
Figure 6 presents experimental results for the double iso-
tope ratio temperatures as a function of velocity in the
nucleon center-of-mass frame.

For the earliest stages of the collision, transport model
calculations demonstrate a strong correlation of decreas-
ing surface velocity with increasing time [149]. For each
system investigated, the double isotope ratio temperature
curve exhibits a high maximum apparent temperature, in
the range of 10–25MeV, at high ejectile velocity. These
maximum values increase with increasing projectile en-
ergy and decrease with increasing target mass and are
much higher than the limiting temperatures determined
from caloric-curve measurements in similar reactions.

In each case, the temperature then decreases mono-
tonically as the velocity decreases below the velocity at
which the maximum is seen. The maxima in the tempera-
ture curves appear to signal the achievement of chemical
equilibrium (a pre-requisite for employment of double iso-
tope temperatures) at least on a local basis. They are quite
comparable to those reported for QMD transport model
calculations of the maximum and average temperatures
and densities achieved in symmetric or near symmetric
heavy ion collisions [150]. Those results strongly suggest
the presence of an initial hot, locally equilibrated, par-
ticipant zone surrounded by colder spectator matter. A
similar picture is obtained in the AMD-V calculations of
ref. [151]. For each different target, the subsequent cooling
as the ejectile velocity decreases is quite similar. Tempera-
tures comparable to those of limiting temperature system-
atics are reached at times when AMD-V transport model
calculations predict entry into the final evaporative or
fragmentation stage of de-excitation of the hot composite
systems. Calibration of the time-scales using AMD-V cal-
culations indicate that this occurs at times ranging from
∼ 135 fm/c for the Ni target to ∼ 165 fm/c for Au [149].

5 Conclusions

From all what was said, it is clear that it is not straight-
forward to determine the thermodynamical temperature
T (1/T = ∂S/∂E) of a nuclear system. Important the-
oretical progress in understanding the conceptual differ-
ences in the apparent temperature values obtained from
the different experimental methods has been made in the
last ten years. Also on the experimental side, efforts have
been made in order to obtain more information on the
influence of the reaction dynamics on the apparent tem-
perature values.

An enormous complexity of effects involved in the in-
terpretation of apparent-temperature measurements has
been evidenced. Understanding of these effects helped
in approaching the results obtained using different ther-
mometer methods. The question is whether we still have
more complexity to expect. Le Fèvre et al. [55] have shown
that apparent temperatures, even if uncertain in absolute
value, seem to be surprisingly robust in showing signa-
tures of phase transitions. In other words, caloric curves
obtained using some of the above-mentioned thermometer
methods can still carry the signal of the phase transition
in a system with conserved energy.

On the other hand, for the systems already studied,
the differences in the entrance channel isospins and in the
first stage dynamics lead to some variation of the isospin
of the fragmenting nuclei. However, the systematic uncer-
tainties in the present measurements are such that sen-
sitivity to this variable is not obvious. In the future, ex-
tension of caloric-curve measurements to nuclei far from
stability should be very instructive. With the proposed
radioactive beam facilities it will be possible to employ
caloric-curve measurements to determine the critical pa-
rameters for quite asymmetric nuclei. In the future, de-
termination of the nuclear level densities, of the limiting
temperatures and of critical temperatures for asymmetric
nuclear matter will play a significant role in providing a
means to establish the isospin dependence of the nuclear
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equation of state and the nature of the phase transition
in asymmetric nuclear matter.
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35. R. Pühlhofer, Nucl. Phys. A 280, 267 (1977).
36. A. Gavron, Phys. Rev. C 21, 230 (1980).
37. M. Blann, Phys. Rev. C 23, 205 (1981).
38. R.J. Charity et al., Nucl. Phys. A 483, 371 (1988).
39. S. Ban-Hao, D.H.E. Gross, Nucl. Phys. A 437, 643

(1985).
40. A.S. Goldhaber, Phys. Lett. B 53, 306 (1974).
41. D.J. Fields et al., Phys. Rev. C 30, 1912 (1984).
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